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Abstract. The first Systems Engineering Research Center (SERC) Artificial Intelligence (AI) and Auton-

omy Research Roadmap was developed in 2020 and published in the first quarter 2021 special INSIGHT 

issue on Systems Engineering and AI. This roadmap development was heavily informed by the INCOSE 

Future of Systems Engineering (FuSE) initiatives. Following on in 2020, INCOSE and the SERC collabo-

rated with the Association for Advancement of AI (AAAI) to execute two workshops entitled “AI meets 

Systems Engineering.” These resulted in version two of the roadmap which was published as an introduc-

tory chapter to the book “Systems Engineering and Artificial Intelligence.” In 2020 through 2023 the SERC 

hosted four SE4AI/AI4SE workshops with the U.S. Army that have further informed research and applica-

tion at the intersection of AI and SE. This paper presents the updated version of the roadmap resulting from 

engagement across those four workshops. It is provided as a means to inform the SE community of the 

critical research needs and related applications emerging at the intersection of AI and SE. 

Keywords. Artificial Intelligence, Machine Learning, Autonomy, AI4SE, SE4AI, FuSE 

Introduction 

In 2019, the Research Council of the Systems Engineering Research Center (SERC), a US Defense Depart-

ment sponsored University Affiliated Research Center (UARC), developed a set of roadmaps (SERC, 2019) 

structuring and guiding four areas of systems engineering research: digital engineering, velocity, security, 

and artificial intelligence (AI) and autonomy. In its strategic research planning, the SERC employs a Re-

search Council composed of senior faculty across our university collaboration network. The use of a graph-

ical roadmap (as opposed to a text document) was selected as a way to make our research strategy more 

accessible to our sponsors and the larger systems engineering community. The SERC’s current research 

strategy now aligns to the four core research areas supported by the four cross-cutting research strategies, 

as shown in Figure 1. 
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Figure 1. SERC Research Areas and Roadmaps. 

History of the AI and Autonomy Roadmap 

Initial research needs for AI & Autonomy were discussed at a SERC Research Council meeting in Decem-

ber 2018. These included concepts of AI and machine learning (ML) capabilities in SE as a means to man-

age complexity and build trust, evolution of SE practice to adapt to emergent autonomous system behaviors, 

the opportunity with digital engineering to blend system knowledge representation and AI/ML, and related 

evolution of SE knowledge and skills. A Future of Systems Engineering (FuSE) workshop at the INCOSE 

International Workshop in January 2019 (IW2019) defined some of the initial vision and interaction for SE 

and AI, and first noted the application areas “SE4AI” and “AI4SE” as transformational opportunities for 

SE practice. The INCOSE AI working group was initially formed in 2019 and created a set of relationships 

between INCOSE, the SERC, and the Association for Advancement of AI (AAAI) to survey ongoing re-

search and explore research needs. Version 1 of the SERC AI and Autonomy research roadmap was pub-

lished in the first quarter 2020 special INSIGHT issue on Systems Engineering and AI (INCOSE, 2020). 

That version identified four research areas: AI/ML Technology, Automation and Manned-Unmanned 

Teaming, Digital Engineering, and SE Process Evolution. 

In 2020, INCOSE and the SERC collaborated with the Association for Advancement of AI (AAAI) to 

execute two workshops entitled “AI meets Systems Engineering.” These workshops explored both the ex-

plosion of machine learning (ML) applications happening today, and how these will evolve to more dy-

namic human-machine interactions in teams. The AAAI interaction resulted in version 2 of the roadmap 

which was published as an introductory chapter to the book “Systems Engineering and Artificial Intelli-

gence” (Lawless et al. 2021). That version changed “SE Process Evolution” to “Augmented Engineering,” 

recognizing the “AI4SE” would primarily be used to augment decisions of SE practitioners. This version 

also added a fifth research area on Workforce and Culture. These roadmap versions are not discussed further 

in this update, but are organized in a similar form to this discussion in those publications.  
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In 2020 through 2023 the SERC hosted a series of four SE4AI/AI4SE workshops with the U.S. Army that 

have further informed research and application at the intersection of AI and SE (SERC 2020, SERC 2021, 

SERC 2022, SERC 2023, SERC and INCOSE 2023)). This paper presents the updated version of the 

roadmap resulting from engagement and research results presented across those four workshops. It is pro-

vided as a means to inform the SE community of the critical research needs and related applications emerg-

ing at the intersection of AI and SE. It is our hope by sharing this work we will guide not only SERC 

research but also the transformation of the systems engineering discipline in general. 

The AI and Autonomy Roadmap 2023 

Each roadmap has a set of research “vectors” (arrows in the roadmap diagrams) leading to a visionary 

outcome or set of outcomes, and a set of capabilities (dots in the roadmap diagrams) we believe are needed 

to meet those long term outcomes. The listed capabilities in these roadmaps reflect not only SERC research, 

but other areas of research either known to be active or prioritized by our sponsors and the systems engi-

neering community in general and our sponsors. 

The current AI/Autonomy roadmap is shown in Figure 2. The envisioned long-term outcome of the SERC 

AI and Automation roadmap is “Human-Machine Co-learning.” This outcome captures a future where both 

humans and machines will adapt their behavior over time by learning from each other or alongside each 

other. More importantly for systems engineering, this is a lifecycle model that is not envisioned and sup-

ported by most of the current-day systems engineering practices.  

 

Figure 2. Current SERC AI and Autonomy Roadmap. 

To achieve this end state, one might consider there is a need for both the AI and SE disciplines to pass 

through a set of “waves” or eras. Each of these defines a set of quality attributes for systems that employ 

human-machine co-learning.  The first of these includes sets of technologies and approaches that make the 
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decisions produced by AI systems more transparent to the human developers and users. The second wave 

is to produce systems that learn but are also appropriately robust and predictable in the type of critical 

applications normal to SE. The third wave involves adaptation and trust: systems that actually adapt and 

learn dynamically from their environments, and how humans develop trust in these systems.  

The vectors of this research roadmap span five categories. The first of these vectors, AI/ML Technology 

Evolution, recognizes that the technological implementation of AI systems will evolve and will need to 

evolve in directions relevant to SE. Most of these can be related to the development of transparency and 

trust in technology. The second vector, Automation and Human & Machine Teaming, recognizes that the 

use of AI in systems will generally provide automation of human tasks and decisions and must be trusted. 

The third vector, Augmented Engineering, recognizes that AI technologies will gradually be used more and 

more to augment the work of engineering, what we call AI4SE. The fourth vector, Digital Engineering, 

recognizes that the current digital engineering transformation will be enabler for the use of AI in SE. The 

final vector recognizes a transformation will need to be accomplished in SE Workforce & Culture, with 

significantly more integration of software engineering and human systems engineering toward the forefront 

of SE. 

The following sections walk through each of the research areas defined for each vector (these are the colored 

circles in the roadmap. Circles that are blue indicate research that has already transitioned to practice at the 

time this roadmap version was published. Green circles indicate research that is ready to transition. Yellow 

circles indicate research that is currently underway. White circles are research areas where (in our estima-

tion) research is needed but not yet started. Again, these circles represent research in the SERC network of 

collaborating universities as well as in other organizations that we are aware of. An interesting aspect of 

this roadmap is the amount of research currently underway (yellow circles) and the lack of transition into 

the SE domains (blue circles). The next sections provide a short description of each research area. 

AI/ML Technology Evolution 

The algorithms that underly AI and ML are generally mature technology and are widely accessible through 

both commercial and open-source software tools. Accessibility of these algorithms, along with increases in 

computation and data storage, is driving the explosion of ML technologies today. We foresee that AI algo-

rithms and methods will continue to become more available in tools that can be used by multiple disciplines. 

As systems engineers, we are always interested in the rigor with which these applications will be developed 

and tested. There are a set of continuing technology related challenges that SE practitioners would call 

“quality attributes” which remain significant areas of research. The SE discipline should be highly invested 

in exploring these qualities, others may not. Research areas include: 

• Accessibility: AI/ML algorithms and methods will become more available in tools that can be used 

by multiple disciplines. For example, tools like ChatGPT that create accessibility to large language 

models (LLM’s) are beginning to emerge as chat interfaces to traditional SE tools.  

• Transparency: For rigor and trust, SE techniques are needed for training AI algorithms that are 

created without hiding the computation behind the algorithms decisions. This research area was 

added to the 2023 roadmap, recognizing that each AI/ML algorithm has its own system lifecycle, 

and we lack rigorous SE processes for managing lifecycles at that level. 

• Explainability: This research area relates to the development of sets of machine learning technol-

ogies and techniques that produce more explainable models, while maintaining a high level of 

learning performance (prediction accuracy); and enable human users to understand, appropriately 

trust, and effectively manage the resulting automation. Transparency and Explainability represent 

process and technology means to create more trustworthy AI/ML.  
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• Cognitive Bias: Systems approaches are needed for countering intentionally or unintentionally 

misleading decision-making in AI systems, caused by the training data, adaptative learning over 

time, or intentionally misleading information.  

• Uncertainty Quantification: Systems approaches are needed for representing the uncertainty of 

AI prediction algorithms as well as the sources of uncertainty. 

• Standards of Trust: Research on the nature of trust in AI/ML systems is needed to extend engi-

neering standards of trust (dependability, availability, etc.) to also include socio-technical aspects 

of learning-based systems (ethics, understanding, validation, etc.). This research area was also 

added to the 2023 roadmap, recognizing that new system qualities are emerging in learning-based 

systems that have not been traditionally addressed in the SE and other engineering disciplines. 

• Adversarial Attacks: AI/ML system security engineering must address new classes of attacks and 

security design methods. These include the use of adversarial samples to fool machine learning 

algorithms; defensive techniques for detection/classification of adversarial samples; and security 

of AI systems. 

• AI Flexibility and Resilience: Research is needed on new SE methods to address operational re-

silience of the system and its flexibility to users incorporating AI, particularly involving the char-

acteristics of ML systems at the boundary to human operators.  

• Lifecycle Adaptation and Trust: The end-state of this research vector recognizes AI performance 

and related aspects of human trust will evolve over the lifecycle of a system as the system 

changes/evolves. The concept of trust in AI has been added to this 2023 version of the roadmap. 

SE must broadly address methods and practices to manage trustworthiness of AI/ML systems and 

technologies across all its practices. 

Automation & Human-Machine Teaming 

There is a lack of testbed environments in the research community to explore the end-effects of human 

machine interactive teaming. Many of the collaborative behaviors are not well understood when first de-

veloped and learning is required on both the engineering and user side to evolve effectiveness. Building 

appropriate data and live and virtual system architectures to support learning and adaptation is a critical 

research area. More agile change processes are also critical. Methods, processes, and tools are needed to 

connect system risk analysis results with AI software modules related to those risks. This is very similar to 

the cyber resilience research area. AI systems that self-adapt while maintaining rigorous safety, security, 

and policy constraints are not widespread today, so this is a significant research area. Methods for address-

ing AI-related system test and evaluation, particularly when these systems’ ability to adapt and learn from 

changing deployment contexts improves. One largely unexplored area is AI/ML at Scale: appreciation for 

the dependence of an AI’s outputs on its inputs. Scale in AI-based systems will increasingly lead to more 

general intelligence and an inability to relegate AI to a particular subsystem or component – in other words 

the problem becomes difficult to decompose. Computer-based simulation and training supporting non-static 

objectives and/or goals (games, course of action analysis) necessary to provide contextual learning envi-

ronments for these systems. 

• AI System Architecting: New SE practices are needed for building appropriate data and live and 

virtual system architectures to support learning and adaptation. An emerging research area added 

to the 2023 roadmap is the liv and virtual integration of joint human and machine learning, and 

related modeling and simulation practices.  

• Team Situational Awareness: Methodologies are needed for supporting individual and team sit-

uation awareness extended to human-machine teams in multi-domain operations, primarily infor-

mation modeling and interface design. This research area was added to the 2023 roadmap, and is 

further described in the next section. 
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• AI Risk Analysis: Methods, processes, and tools are needed to connect system risk analysis results 

with AI software modules related to those risks. An example might be an “AI Readiness Level” 

metric. 

• Calibrating Trust: AI systems in critical applications must self-adapt while maintaining rigorous 

safety, security, and policy constraints. Research is needed on the SE methods and tools to constrain 

these systems, and the analytical and evaluation methods to assess these constraints. 

• Risk to Mission: Trust in AI/ML systems arises from human and AI collaboration in shared tasks 

and functions, often arising from errors and unforeseen conditions. Research is needed to relate 

AI/ML technology performance and risk factors to mission level outcomes, and to create simulation 

platforms that effectively address these risks. The area was also added to the 2023 roadmap. 

• T&E Continuum: Methods are needed for addressing AI-related system test and evaluation as a 

continuum of activities, addressing these systems’ ability to adapt and learn from changing deploy-

ment contexts. 

• Modeling AI/ML at Scale: Deploying multiple AI/ML algorithms in multiple learning systems at 

systems of systems (SoS) scales requires evolving and new SE and SoS practices. Appreciation for 

the dependence of an AI’s outputs on its inputs; scale in AI-based systems will increasingly lead to 

more general intelligence and an inability to decompose and relegate AI to a particular subsystem 

or component. Some of these trends are starting to become prevalent in the AI algorithms used in 

self-driving vehicle modes. 

• Adaptive Mission Simulation and Training: Computer-based simulation and training supporting 

non-static objectives and/or goals (games, course of action analysis) is necessary to provide con-

textual learning environments for these systems, leading to a “train as you fight” paradigm for AI’s. 

Augmented Engineering 

AI and ML have significant potential to help engineers and especially systems engineers do their work. We 

call this Augmented engineering. Automated search algorithms will be very beneficial, applying ML to 

historical data and relationships in the engineering domains. Human/computer interaction processes to con-

vert natural language and other media to formal models should follow. Research is growing on automated 

construction of models from features in semantic data, used in both creation of new models and correctness 

of developed models. Automation of certification and accreditation processes via models and automation 

of quality assurance data will improve the reliability of future systems. This includes automation of evi-

dence-based models for assuring correctness and completeness of system requirements and design. Re-

search is underway on Cognitive Digital Assistants - conversational systems automating many mundane 

data entry, exploration, and engineering calculation tasks, and many workflows. 

• Automated Search: Applying ML to historical data and relationships in the engineering domains 

can improve efficiency and reduce cycle times for engineering decisions and design. SE tools are 

already deploying automated search features using LLM’s and other AI algorithms.  

• Conversational Data Entry: Human/computer interaction processes to convert natural language 

and other media to formal models will rapidly change the nature of SE tools. This is another area 

where the use of LLM’s is rapidly improving SE methods and tools. 

• Automated Evidence: This research area and the Assurance Models research area address the need 

for automation of system assurance cases and related data given the complexity of modern systems. 

Research is needed to produce methods and tools for automation of certification and accreditation 

processes via digital models and related automation of quality assurance data. DARPA’s Auto-

mated Rapid Certification of Software (ARCOS) program is an example research effort. 

• Assurance Models: Research is needed to develop methods and tools for automation of evidence- 

based models for assuring correctness and completeness of system requirements and design. 



  

7 

 

• Automated Model Building/Checking: Automated construction of models from features in se-

mantic data is another emerging capability of LLMs, used in both creation of new models and 

evaluating correctness of developed models. This will rapidly improve as foundational models 

evolve to include more graphical capabilities and mathematical relationships. 

• ML Agents in Design: Most simulations have inherently predefined outcomes. Embedding ML 

agents into simulations is needed to predict and evaluate new emergent behaviors in learning-based 

systems. This research area was added to the 2023 roadmap. 

• Cognitive Assistants: This research vector culminates in the concept of digital cognitive assistants 

for various SE and engineering and related program management tasks – “augmented engineering”. 

Cognitive assistants are Conversational systems automating many mundane data entry, exploration, 

and engineering calculation tasks, and many workflows. 

Digital Engineering 

Digital engineering will be a great enabler for use of AI/ML into engineering functions. Many of these 

research areas were mentioned in the Digital Engineering roadmap. Systems engineering will need to man-

age specific activities to build infrastructure and collect and manage data needed for engineering and pro-

grammatic activities in system development and support. As mentioned earlier, ontological modeling of 

engineering and programmatic data providing interoperability through standard and domain specific ontol-

ogies will be critical. Lifecycle management, control, preservation and enhancement of models and associ-

ated data will be a core SE activity to ensure value for current and future use, as well as repurposing beyond 

initial purpose and context. In the long-term AI should enable digital twin automation: fully dynamic virtual 

system copies built from the same models as the real systems running in parallel to physical systems and 

updating from the same data feeds as their real counterparts. 

• Data Collection & Curation: Specific activities to build infrastructure and collect and manage 

data needed for engineering and programmatic activities in system development and support must 

be defined in SE processes. 

• Ontological Modeling: Research is needed on data representation and modeling in the engineering 

and program management domains to support development of AI/ML augmented engineering 

tools. General research is needed for knowledge representation of engineering and programmatic 

data providing interoperability through standard and domain specific ontologies. 

• AI Specification: Research is needed to define system-level and formal specifications for AI be-

haviors supporting subsequent verification activities. 

• System Design for AI Performance: System design approaches are needed as a mechanism for 

generalization of AI/ML performance factored into design activities. This research area was added 

to the 2023 roadmap. 

• Data & Model Governance: This research area covers lifecycle management, control, preserva-

tion and enhancement of models and associated data to ensure value for current and future use, as 

well as repurposing beyond initial purpose and context. 

• Patterns & Archetypes: Widely used modeling constructs for AI/ML behavior and performance 

must be developed that separate design from implementation, supporting better reuse and compo-

sition. These should be well recognized patterns and should be supported by model libraries. 

• Composability: As patterns and libraries become more widely utilized, rapid development and 

integration of design using higher level abstracted components and patterns will emerge, across 

multiple disciplines. 

• Information Presentation: Research is needed in the area of AI-Vis: visualization approaches and 

interfaces supporting human-machine real-time collaborative information sharing via multiple me-

dia. 



  

8 

 

• AI in the Digital Twin: New uses of AI in digital twins enabling new functional and performance 

value will emerge from the development of system level digital twins. This research area was added 

to the 2023 roadmap. 

• Digital Twin Automation: This is the expected outcome of digital engineering and AI: fully dy-

namic virtual system copies built from the same models as the real systems running in parallel to 

physical systems and updating from the same data feeds as their real counterparts. Research is 

needed to both support engineering of digital twins and to evolve future use cases. 

Workforce & Culture 

AI and Autonomy in the engineering domain, particularly the physics-based disciplines, requires much 

more interdisciplinary learning of data infrastructures, data engineering and software construction and en-

gineering than is typically taught today. AI systems are highly interdisciplinary. Human-machine teaming 

is also very interdisciplinary, requiring knowledge across disciplines of machine control, cognitive science, 

and human learning. The traditional SE specialty disciplines such as safety and security must adapt their 

practices to non-deterministic processes and systems. Test and evaluation must be integral to development 

and continually evaluating the system. All of these dimensions will create workforce challenges for system 

developers and multidisciplinary challenges for educators. 

• Software Construction and Engineering: AI is software and systems engineers need to under-

stand the methods, practices, and tools for constructing AI and data-analytics software. The SERC 

developed the Digital Engineering Competency Model (DECM) to outline these base competen-

cies. 

• Data Engineering: Engineering of systems of data will become integral to and equal to engineering 

of the systems themselves. These practices are evolved in the software and data analytics realm but 

need to be more prevalent in SE and engineering roles. 

• Data Infrastructures: The underlying data and data management activities must become a core 

systems engineering lifecycle process area. This process area has not been documented yet in SE 

lifecycle models. 

• Interdisciplinary Approaches: Systems management of AI as a technical discipline with the other 

engineering and management related disciplines is an issue because the educational domains are 

separate. SE must become a translator across these domains with associated processes and decision 

tools. 

• Design Abstractions and Tools: Increasing the level of abstraction of ML and AI methods and 

tools will improve application by other disciplines (again LLM’s are a current example). Just as 

“prompt engineering” has become a new skill for LLM’s, other similar skills will continue to evolve 

as AI tools advance. 

• Human-Machine Team Design: New multidisciplinary approaches for the design of human-AI 

teams that follow best practices in Human Systems Integration (HSI) are needed, particularly those 

that relate human and machine tasks to functional design and then to requirements analysis. HSI 

will move more to the forefront of SE practice. 

• Safety and Security: Skillsets, tools, methodologies, and policies related to safety, security, relia-

bility and resilience of systems with AI must be developed and taught. 

• Test and Evaluation: New methods and tools focused on adaptive T&E of learning-based and 

probabilistic AI systems must be developed and taught. 

• Cognitive Engineering: Research is needed for more systematic use of cognitive, social, and ex-

perimental psychology to design and develop engineering systems to support the cognitive pro-

cesses of both humans and machines. 
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• Human-AI Team Testbeds: Flexible testbeds for evaluating human-AI teams are needed for re-

search, evaluation, design optimization, and adaptation. This research area was added to the 2023 

roadmap. 

Human-AI Teaming 

In 2022 the U.S. National Academies of Science, Engineering, and Medicine released their consensus study 

on Human-AI Teaming: State-of-the-Art and Research Needs (NAP 2022). This provided the opportunity 

to review the SERC and National Academies of Sciences (NAS) research roadmaps and update the SERC 

AI and Autonomy roadmap based on critical research needs in that report. This report stated a primary 

concern that humans have, continue to be, and will further be “challenged in performing as successful 

monitors of complex automation, including AI systems” (NAP 2022). Most of the research areas in the 

SERC AI and Autonomy Roadmap also involve concerns related to relationship between the human and 

the machine automation, both beneficial and potentially harmful. This report is essential reading for SE’s 

as this is the core of our SE challenge amidst the explosion of AI/ML applications in the current state. The 

NAS report identified research areas across nine objectives (NAP 2022): 

1. Models and metrics for human-AI teams, considering the human and AI as a team 

2. Improving team processes as a designed system, reflecting both team tasks and teamwork 

3. Methods for improving situational awareness of AI systems, including AI awareness of humans 

4. AI transparency and explainability 

5. Human-AI interaction approaches, including roles and flexibility in levels of automation 

6. Measures of trust that draw on human cooperation as opposed to machine dependability 

7. Reduction of both human and AI bias 

8. Approaches for training human-AI teams and related systems and platforms 

9. Advances in the foundations of human-systems integration (HSI) processes, as well as SE processes 

As a response to this report, we reevaluated the SERC roadmap to define the synergies between SERC 

identified research areas and those in the NAS report. We found there is a significant research need associ-

ated with the concept of AI System Architecting: how long-term, distributed, and agile human-AI teams 

will adapt through improved team assembly, goal alignment, communication, coordination, social intelli-

gence, and the development of a new human-AI language. Figure 3 shows these relationships between the 

existing SERC research areas and the concepts related to AI Systems Architecting.  

 
Figure 3. Intersections between SERC and National Academies research. 
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AI Systems Architecting means the SE must shift its traditional view of architecting from a focus on struc-

turing the system to a focus on structuring the human and system as a team. The outcome at the end of the 

research vectors (arrows) implies the technologies will evolve so that the AI can serve as team manager 

while the human serves as team leader. A primary research thrust might be articulated as building, calibrat-

ing, and setting standards for trust between Humans and AI’s on the team. These are currently implemented 

as levels of autonomy but the SE process to design and evaluate these in real systems is much more involved 

than just a categorization and certification structure. This trust will differ based on criticality of systems 

and associated risk. Risk to Mission was added to the SERC roadmap as a result, along with Team Situa-

tional Awareness. Related to this, Transparency, Standards of Trust, AI Flexibility and Resilience, and 

Lifecycle Adaptation and Trust were added as research concerns in the AI/ML Technology Evolution vec-

tor. Human-machine Team Design and related Human-AI Team Testbeds were already a core focus of the 

SERC roadmap. 

The 2023 version of the SERC roadmap represents a much stronger focus on trustworthy AI systems and 

factors that reflect trust. In other words, the role of SE in the evolution of AI and Autonomy is to define 

and measure the qualities related to trust in today’s systems. This became one of the dominant themes 

for the latest 2023 SE4AI/AI4SE workshop, discussed in the next section. 

The SE4AI/AI4SE Workshops 

The US Army DEVCOM Armaments Center (AC) Systems Engineering Directorate (SED) and the SERC 

jointly sponsored the fourth AI4SE & SE4AI workshop on September 27-28, 2023, followed by a joint 

SERC and INCOSE virtual workshop on October 11-12, 2023. In its four years, the workshop has seen 

both rapid growth in presentations and attendance.  From 2022 to 2023 both presentation abstracts and 

presented work doubled as well as attendance. Globally, over 200 attended the 2023 SERC/INCOSE virtual 

workshop (SERC 2020, SERC 2021, SERC 2022, SERC 2023, SERC & INCOSE 2023). 

This year’s workshop saw a rapid increase in applications of Large Language Models (LLMs) to partially 

automate traditional SE tasks like requirements development and initial model building. As these core SE 

tasks are heavily based on language, this is a natural entry area for AI/ML research and application. Early 

use of these LLM-based tools, as noted in several presentations, improve both the speed of SE tasks and 

the abilities of SE’s with less experience to perform these tasks. It is likely that the whole “Augmented 

Engineering” research vector will need to be adjusted in the next several years away from technologies and 

tools toward exploration of how SE methods and processes can evolve to take advantage of these.  

The other themes from this year’s workshop echoed the vectors of the roadmap: 

• Standards of trust and trustworthiness remain a dominant theme. The George Washington Univer-

sity (a SERC collaborator) was awarded a U.S. National Science Foundation (NSF) Research Train-

eeship (NRT) program entitled “Co-Design of Trustworthy AI and Future Work Systems” focused 

on educating researchers on future learning-based systems and methods to ensure their trustworthi-

ness (NSF, 2021). 

• The resilience of AI systems is an emerging research discussion and area, blending concepts of 

resilience engineering, loss-driven engineering, cyber resiliency, and digital engineering. 

• Ethical considerations for AI remain an overall concern, but research is needed to bring concepts 

like ethics and fairness into the SE discipline as important quality attributes. 

• Human-Centric approaches – the workshop highlighted the importance of considering the human 

element, whether in the context of users, decision-makers, or individuals interacting with AI sys-

tems. Speakers emphasized the need for understanding human cognition, decision-making pro-

cesses, and the need for interpretability and explainability in AI models. 
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• Interdisciplinary collaboration was continuously highlighted. Within the SE discipline, the work-

shop highlighted collaboration between different fields such as computer science and AI/ML, sys-

tems engineering, and human systems integration. These are strongly reflected in the Workforce & 

Culture roadmap vector. 

• Testing and experimentation, particularly in operational environments, is a lagging deployment of 

AI/ML and autonomous systems. The need for SE research on test, verification, and validation of 

these systems has become critical. There is a lack of real-world test environments, particularly to 

explore the relationships between data and ML. 

• In the digital engineering vector, the workshop highlighted the need to establishing common infra-

structure, standards, and tools for AI development and deployment across different sectors and 

disciplines. The workshop also called for SE research addressing the significance of data encom-

passing the evaluation of datasets, assurance of data quality, and the role of data in training and 

testing AI models. 

The dialogue from the 2023 workshops underscored the imperative of adopting a holistic SE-driven ap-

proach to AI development, recognizing not only its technical dimensions but also the influence of human 

factors, ethical considerations, and the imperative of system interoperability. Uninterrupted testing, evalu-

ation, and adaptation are deemed indispensable for the cultivation of robust and trustworthy AI systems, 

particularly within dynamic and intricate environments. Key elements in this pursuit involve red-teaming 

methodologies and continuous assessment. The focal point on human cognition, decision-making pro-

cesses, and the psychological dynamics of AI interactions accentuates the call for a human-centered design. 

The seamless integration of AI into human workflows and decision processes is deemed essential for ef-

fective deployment. Additionally, ethical considerations are paramount, especially in sensitive domains 

such as warfare, necessitating the adoption of responsible AI practices, encompassing the development of 

ethical frameworks, adherence to principles, and ongoing evaluation of AI's societal impact.  

Critical to engendering user trust is the model's explainability and interpretability which continues to be a 

technological evolution. Probably in no other domain are technology research and applications research 

coming together so rapidly. The workshop accentuated the significance of not only furnishing accurate 

outputs from AI systems but also rendering these outputs comprehensible and transparent to users. The 

recurring theme of ensuring the quality of training data is highlighted, emphasizing the importance of eval-

uating biases, reliability, and representativeness in datasets to avert adverse consequences in AI applica-

tions. Standardization of AI infrastructure, development tools, and data formats is underscored as pivotal 

for fostering collaboration and interoperability. These are all core SE-related challenges. The establishment 

of a common SE framework is deemed indispensable for the seamless integration and communication 

across disparate systems. 

The 2023 workshop advocated for the need for calibrated metrics to gauge standards of trust in AI systems, 

one of the core new additions to the Roadmap. Building trust encompasses not only technical reliability but 

also factors such as transparency, explainability, and the capacity to adapt to dynamic conditions. Moreover, 

the integration of AI in military applications necessitates meticulous consideration of ethical implications, 

the prospect of adversarial attacks, and the development of counter-autonomy measures. Ongoing research 

is posited as essential to harmonize security needs with established standards. 

The prominence of education and workforce development in AI-related fields is accentuated, with a call for 

professionals to be well-prepared to grapple with the ethical, technical, and societal challenges intrinsic to 

AI. Throughout all of the workshops, discussions consistently underscore the need for AI systems capable 

of dynamic learning and adaptation. Continuous learning, real-time adaptation, and adept decision-making 

in uncertain environments emerge as critical for the success of AI applications. The emphasis on active 

learning and adaptive systems underscores the importance of intelligently sampling observations to 
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optimize information gain, particularly in contexts characterized by prevalent uncertainty. The practice of 

SE has not been fully focused on these system characteristics in the past. 

In summation, all of the work presented at these workshops continues to highlight the importance in the 

research areas outlined in the roadmap, as well as the roadmap as a tool for discussion of these critical 

research and developmental needs. 

Conclusion 

Many disciplines, SE included, view AI and ML as new technologies. They do not clearly comprehend the 

breadth of impact the current growth in ML technologies on the systems we develop and the processes we 

use to develop them. The SERC Roadmap and the NAS report on research needs are interesting as much in 

their breadth of coverage as in their descriptions of individual research needs. Also, the pace of emerging 

AI/ML applications is fast enough that our conceptually 5-year roadmap has had to be updated every year 

since its original publication. For example, there were 9 presentations at the 2023 AI4SE workshop describ-

ing applications of LLMs to traditional SE functions; in 2022 there was one. The SERC will continue to 

publish updates to this and other SERC roadmaps to not only guide our research but also the community as 

a whole. 
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