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Al/ML IS NOT NEW
AIRC s TECHNOLOGY

e Development of LISP by McCarthy (1958)
e Dartmouth Workshop (1956)

* NLP at Stanford (1970) e Return of NNs and Backpropagation (1986) o ASIMO (2005) * CMU Libratus (2017)
« Touring Test (1950) o Perceptrons and Backpropogation (1969) o Driverless Car (1986) ¢ DARPA Grand Challenge (2005)
o ELIZA (1965) e Japan’s 5th Gen. Computer (1982) e Singularity is Near (2005)
e Minsky’s NN Machine (1951) e IBM Deep Blue (1997) e DARPA Urban Challenge (2007)
e EVIAC (1945) * Expert Systems (1980’s) e IBM Deeper Blue (1997) e Deep Mind AlphaGo (2016)
e Bombe Machine (1941) e Convolutional NN (1979) * Robo-Cup (1997) « IBM Watson (2011)
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ARTIFICIAL INTELLIGENCE

Al stirs great excitement (a hype?)

in its early stages. Machine Learning

gives an impetus to Al. DEEP LEARNING

Breakthroughs in DL causes a boom.

https://link.springer.com/article /10.1007 /s44163-021-00009-x /figures/1
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derives from
cognitive science

The goal is to develop an
intelligent system that can
perform complex tasks

Al works with all types of data:
structured, semi-structured,
and unstructured

ACQUISITION INNOVATION
RESEARCH CENTER

derives from statistical
data modeling

The goal is to build machines that
can learn from data to increase
the accuracy of the output

ML can only use structured and
semi-structured data

Al AND ML ARE NOT
THE SAME THING

ARTIFICIAL IN

TELLIGENCE

the ability

n and reason like humans

MACHINE LEARNING

Algorithms with the ability to learn

vithout being explicitly programmed

DEEP LEARNING
Subset of machine learning
in which artificial neural
networks adapt and leam
from vast amounts of data
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Reasoning Learning
Programmed Supervised Reinforcement Unsupervised

Planning/Logic/Expert Systems Bayesian Networks Genetic Algorithms
Agent-Based Systems Neural Networks

&

Convolutional Neural Networks Recurrent Neural Networks Autoencoders
Deep Q Learning Generative Adversarial Nets

Deep Learning
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AIRC g CHARACTERIZING ERROR

If we have no deterministic model
to characterize variances in hits

- respond ‘new’ 4 respond ‘old’ . versus false alarms, how do we
g then characterize the dependability
< > of the system?
signal

noise X
distribution \ distribution

A

\
C. Unequal variances

A. Near perfect detection B. Equal variances
11 r ’ 17 11
Familiarity P 2 g
& & &
i T T
o-l ‘ ’ 0-1
0 False Alarm Rate 1 0 False Alarm Rate 1 0 False Alarm Rate 1

Figures from: Selker, R., van den Bergh, D., Criss, A.H. et al. Parsimonious estimation of
signal detection models from confidence ratings. Behav Res 51, 1953—-1967 (2019).
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Al Enabled Digital Engineering

INCOSE

Data Collection and Curation - data collection, management, curation and
governance

Ontological Modeling — schematic representation to semantic representation
Specification — what will be allocated to the machine, in both product and process
Patterns and Archetypes — learning from modeling artifacts ggtml
Composability — training and evaluating for design in context

Information Presentation — representing the decision space
for human understanding and learning

Digital
Digital Twin Automation — Engineering
real-time continuous learning from

real system and shadow simulations Al peniicaton

DIGITAL ENGINEERING
TRANSFORMATION

Convergence of Data Science
and Systems Engineering
Disciplines

Models become central to
defining complex systems of
systems

Results in Product plus Virtual
Twins of Product

Human-Machine interfaces
and Visualization of complex
interrelationships
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Adaptive Cyber-Physical-Human Systems — digital
twins: modeling of cyber-physical systems as
influenced by humans, in testbeds...

Adaptive Mission Simulation/Training —
Simulation and training that supports non-static
objectives (pick-up games)

Al Flexibility & Resilience —

Al systems that self-adapt to changing operational
boundaries while maintaining rigorous safety and
security and policy constraints

HUMAN-MACHINE CO-
LEARNING

Al Flexibility
Al Resilience

Human-Machine
Co-learning

Adaptive Mission
Simulation/Traini

Cognitive
Assistants /
Digital-Twin

Human/Al

Automation
Team Testbeds

Adaptation
& Trust




SE/HSI Objectives

Significant value in considering the human and AT as a team | s

CONSENSUS STUDY REPORT

*  Long-term, distributed, and agile human-AlI teams through improved
team assembly, goal alignment, communication, coordination, social
intelligence, and the development of a new human-AlI language — Al
System Architecting

*  Methods for improving human situational awareness of Al systems
 Improved Al system transparency and explainability
* Interaction mechanisms and strategies within the human-Al team

*  Advance understanding of how broader sociotechnical factors affect
trust in human-Al teams

*  Better understand the interdependencies between human and Al
decision-making biases

What, when, why, and how to best train human-AI teams
* Advances in HSI processes and measures




SE4Al in Human-Al Teaming

Standards of . FlexibilityAda_?_:igi)n&
andards o il
Cognitive Uncertainty Trust Al Resilience

Bias Quantification

Explain-
ability

Transparency -
Human-Machine

Effective Al as Team Co-Iearning

Al/ML

S E RC . Technology Building® Human-Al ~ Teamwork  Manager
Evolution Contextual Team Skills in Als G
Als that Hit/False Human  Performance Pl Adaptive Mission
Human-Al Resolve Alarm Rate Trust A/ML Simulation & Training
Team  Operational oparacterization \ T&E  atScale

Al System Effectiveness Uncertainty . Conti

Architecting: Metrics Risklo HOTTT

g Mission

Human-Al &Al Risk

NAE Teaming Analysis

Process and Al System Calibrating
rchitecting Trust
Performance
Cognitive
Automation & Engineering
SERC: Human-Machine Human- Workforce
Machine & Culture

Teammg Team-design

 Long-term, distributed, and agile human-Al teams through improved team assembly, goal
alignment, communication, coordination, social intelligence, and the development of a new
human-Al language — Al System Architecting

« What, when, why, and how to best train human-Al teams

 Advances in HSI processes and measures
11



Challenges for Test & Evaluation of Al

Testing & Evaluation is a continuum

— Information accumulates over time
across varying operating envelopes

— does not end until the system retires
« All Al areas need testbeds
» Operational relevance is essential
« Data Management is foundational

« Al systems require a probabilistic risk-based approach 7 Predictable

Lifecycle

Adversarial Adaptation Al Resilience
Attacks

Human-Machine

Adaptive Mission Co-learning

Simulation

Al/ML

T&E  atScale
Continuum

Cognitive/
Assistants Digital-Twin Cognitive
Automated Model Automation Engineering
Building/
Checking

Adaptation
& Trust

Information
Presentation

Test &
Evaluation

Robust &

* Previous test metrics apply, but may have different interpretations

— Task & mission level performance, course of action, non-functional requirements

* An expanded definition of external context is necessary

« The T&E workforce and culture must evolve

Freeman, L. (2020), Test and Evaluation for
Artificial Intelligence. INSIGHT, 23: 27-30.

4
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Holistic view of the system of
systems

Measurement of “ilities” (e.g.,
flexibility, resilience, trust)

Architecting / Human-system
integration

Product platforms / evolvability
of systems of systems

Lifecycle risk analysis

Linking “Design for X” “T&E”
and lifecycle value.

Understanding human behavior
as part of the system

Emergent system behavior

Building user Trust by understanding the Human Al
system

Architecting Al Systems for long-term trust:
Linking task & function allocation, test and risk analysis
and need for systems testbeds

T&E as a Continuum: what to test and how to interpret
for Al Systems of varying complexity and
embeddedness

Al Resilience: Strategies to mitigate disruptions / ensure

acceptable behaviors and recoveries when failures occur

13



Workforce and Culture

 Digital Engineering Competencies

» Integrating AI/ML experts with
Domain experts, all disciplines

* Evolving tools to align with design
and disciplinary abstractions =>

Collecting Data — Data Science
Engineering Features/Outcomes — Data Science

Determining HW Platform — Computer Eng

s
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Validating & Deploying Al System — Systems Eng

* Human Systems Engineering: At by
no |Onge r a SpeCI a Ity d ISCI pl Ine the VLSI Revolution of Mead & Conway. INSIGHT, 23: 41-47.

« Threat models, safety, security, resilience, and other ‘iliities
« Evolving test and evaluation competency

« Training the Users to appropriately interact with Al's .
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AI4SE & SE4AI
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2023 SUMMARY REPORT

SERC 5TH ANNUAL AI4SE

AIRC =i & SE4AI WORKSHOP

AI4SE & SE4AI

RESEARCH AND APPLICATION WORKSHOP

SEPTEMBER 17-18,2024 | Arlington, VA

SYSTEMS 'A‘ eV CON (G:
SNGIEEAING U.S.ARMY En M SRRSEMESON

The conference theme, “Safer Al-Enabled Complex Systems:
Responsible Deployment of Al through Systems Engineering,” aims to
foster discussions and insights on how systems engineering can
support the development of robust and ethical Al systems, and how
Al tools can in turn transform the practice of systems engineering.

Abstract submissions through 17 June 2024
https: //sercuarc.org/event/aidse-se4ai-workshop-2024 /#dates
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' i BGREse  ANlofECUSl  THE Al/ML PIPELINE TODAY

Typical representation of Al/ML pipeline:

Model

el Building 8 Evaliiation ad Productionize Testing and
Ry Experimentation Mogel Quality

3
8 Train Cod Application

fainiooe ¢ | Test Code s
o y i , A
= c gé;%;l : F@:%] P d ived | Code & model in
5 ahoiane Selected L ";‘°“'°"'~ze~ Model production

Models Moadel Model -

Data

https://d1.awsstatic.com/whitepapers/mlops-continuous-delivery-machine-learning-on-aws.pdf

... but this is still focused on the Al model as the system.

17
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For Systems Engineers, Al is part of a "system”

| v | |

t t D | t TEV&YV
System Requirements System Developmen Deployment Sustainment

A

v

Architecting
; I ™ Other components Other components I I
Emphasizes tradeoffs in performance and risk

Recognizes that system might need to work in unplanned ways over its lifecycle
and that behavior (and failures) must be acceptable

v

18
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The real world operates in a socio-technical systems environment, involving complex
interactions among humans and systems that were not always intended to work together
in a constantly changing environment.

. H Operations and sustainmentl
N\
equirements N :
Al S)’Sfem N System < operator
. . Al System
Architecting / | Al

A

operator

operator
Workforce s System
Development I [l
r ]
Monitoring, Continuous Test, |
and Re-engineering

Everything on the previous slides... and extent to which operators use and trust new technology, how risks and functions are
allocated to different parts of the overall systems, how changing environment is monitored, and network is updated accordingly
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1. SE4Al and Al4SE and the SERC Research Roadmap
2. Systems Engineering and Al

3. Human-Machine Teaming

1.
2.

Building user Trust by understanding the Human Al system

Architecting Al Systems for long-term trust: Linking task & function
allocation, test and risk analysis and need for systems testbeds

T&E as a Continuum: what to test and how to interpret for Al Systems
of varying complexity and embeddedness

Al Resilience: Strategies to mitigate disruptions / ensure acceptable
behaviors and recoveries when failures occur

20



' 1990’s: IS THIS AN

INTELLIGENT AIRCRAFT?

s .}
ARENARERNRENS

The sensor fusion loop detects threat aircraft, tracks location and movement, identifies the type, calculates an optimal
engagement, even tells the pilot when to shoot. The pilot must initiate the shot. This all happens beyond the visual

range of the pilot. How does the pilot trust the information provided by the sensor fusion in this critical situation?
21



WHAT MAKES YOU TRUST (OR
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Developer Domain Expert End User

i =

(2] (3]

Accuracy: Agrees with me: Trusted 3™ Party:
If you're a computer scientist If you're a pilot flying in an If you'’re an operational
you want to see the math of engagement using your evaluator, you might want to
this specific algorithm or at display image, you might certify it’s safety...and for
least a visualization of the want to see the system commanders, not have created
prediction. agree with you often any international incidents!

enough.

22
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Simulators and test systems allow the user to
evaluate the system behaviors in a larger context, to
make a judgement about the final decision action.

CONTEXTUAL TRUST

|
|

ENGINEERED TRUST

Transparency in the underlying algorithms and
behaviors created by engaging the user in the

development process and matured in critical reviews.

23
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Priorto ' During
interaction | interaction

Reliance

on System

\
s’ ! \
’ \
,/ 1 1\
/ i \
/ \
’ 1 \
i L 4 2
Preexisting Knowledge /Dynamic Learned Syst \ Desi
stem \ esign
, C-—— Y <« —] &
—— Performance \ Features
Internal Variability Initial Learned A “
- Situational \
External Variability \‘
Dispositional \
A\
| Culture / Situational Factors Not

[ Related to Trust

Trust

| Age |
| /.
| Gen|de'r | Initial
| Personality Traits | Reliance
Strategy

Hoff and Bashir’'s model of

factors influencing trust in
automation.

This focuses on one human
and one autonomous
agent. What happens
when there are multiple
humans and multiple
agents working in different
phases of the system?

24



ROLE OF Al IN A COMPLEX

..-i-.. S Y S T E M S ACQUISITION INNOVATION
' RNVl AIRC = SYSTEM IMPACTS TRUST

Replacing /augmenting existing task

Developer: Domain Expert: End User:
Inspect Compare to what Reputable source

algorithm | would do (logo/medallion)
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Replacing /augmenting existing task Solving new system level problem

What should the answer look like?¢

26
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1. SE4Al and Al4SE and the SERC Research Roadmap
2. Systems Engineering and Al

3. Human-Machine Teaming

1.
2.

Building user Trust by understanding the Human Al system

Architecting Al Systems for long-term trust: Linking task & function
allocation, test and risk analysis and need for systems testbeds

T&E as a Continuum: what to test and how to interpret for Al Systems
of varying complexity and embeddedness

Al Resilience : Strategies to mitigate disruptions / ensure acceptable
behaviors and recoveries when failures occur

27
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What are the Human Tasks?
Machine Tasks?

What are the Human Functions?
Machine Functions?

What are the flows of Information
between these?

What is the expected and measured
performance?

28



RESERARCH CENTER

SR\I(GKEEER'Y'{IS AIRC ACQUISTION INNOVATON PRODEC PROCESS MODEL

Task analysis enabling the building of a task model
Function analysis enabling the construction of a functional model

Performance analysis based

) PERFORMANCE
MODEL

on a performance model [Context Role Resources ]—» Scenarios
Activity analysis to elaborate e e :
the function model Task | TAsk |  FUNCTION | FUNCTION

ANALYSIS | MODEL ANALYSIS MODEL
Human-in-the-loop simulations can 1
be performed, and human and NGty e
machine activity can be observed, ANALYSIS i OBSERVATION
enabling an activity analysis 0 1

REFERENCE

Leading to a system performance analysis

Evaluated using performance quality measures enabling

1 SIMULATION [~ {m;} = {C> (T

PERFORMANCE

ANALYSIS

PERFORMANCE

the building of a performance quality model

a MODEL QUALITY

Boy GA, Masson D, Durnerin E, Morel C. PRODEC for human systems integration of increasingly autonomous systems. Systems Engineering. 2024;1-22

29



Countermine Operational Scenario

- « Strait of Hormuz, suspected minefield
a = threatens open Sea Lines of
g Communication, must clear in 24 hours

pe « USS Coronado tasked to clear the area
- ﬁ — of mine-like objects within 24 hours
‘ — USS Coronado’s USV/UUV assets
(fictional “JLSCS” automated surface
interdiction) have maintenance problems
% o st that will delay their deployment
Boe e ¥ — USS Coronado discovers UAV asset
(fictional “RQ-X" autonomous airborne
interdiction) available from USS San Diego,
determines it can provide fill-gap capability,
prepares plan, communicates with San
Diego, transfers control, and returns

« Automated systems must consider user
abilities, accuracy of data, changing
political situation, etc.

30



Task Analysis

Primary Human Tasks

S-F S-SF | Task Function/Task Name
1.3 Manage theater security posture and doctrine
X X B B X b. Develop and disseminate theater operations plans (OPLAN)
1.0 Monitor and Manage Strategic Theater-Wide Situation Prepare and disseminate information on theater Rules of
: : d. Engagement
20 Plan JOIﬂt _Op_eratlons 21 Receive and Evaluate Theater-wide Mission Information
3.0 Prepare Mission Systems Data , o T _
— b. Review strategic military objectives and theater Commander's intent
4.0 Prepare Mission Payloads 22 Develop General Mission Information
50 Prepare Platforms a. Review theater OPLANs
. . C. Determine and state mission objectives
6.0 | Command and Control Mission Systems m Roview ROE and ofher constraints
7.0 Monitor Mission System Health and Performance f. Identify and describe acceptable risks
8.0 Conduct Search 2.3 Develop and disseminate operational orders (OPORD)
- - 2.3.3 Compose OPORD
9.0 Assess and Classify Objects of Interest c. Describe execution including commander's intent
10.0 Monitor Tactical Situation 2.5 Develop operational mission plan
] 253 Assess mission requirements
11.0 | Engage and Neutralize Targets of Interest N Assess sensor and weapon requirements
12.0 Record Mission Data d. Assess C3 requirements
13.0 | Perform Post-mission Activities = idonty avaflable assots
— f. Select assets for mission
14.0 Analyze Mission Data 254 Determine risk mitigation methods
15.0 | Conduct Mission Training and Exercises Z ﬁssess thre.at're'a“id ”ls‘;sd —
. . . . ssess environment-related risks
16.0 | Create and Maintain Digital Systems Models C. Assess malfunction-related risks
d. Develop plans to mitigate risks

31
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]
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A
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low Mifi@sume Control

[
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Configuration
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\
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Mission Data

@ 6.3 Control/Modify
MCM Tactics

Monitor and Manage
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@ Receive MCM ‘Sgarch
Report

£ MCM Analyst

FRAGO

nk | 8. Conduct/Monitor MCM Searchl

Exeﬁ{ti b

IZ BT T Strategic Theater-Wide
e 1.0 | Situation
/ 1.3 Manage Theater-re
vt 2.0 | Plan Joint Operations
® 2. Plan MCM Operatid Prepare Mission Systems
3.0 | Data
2.1 Rx & Evaluate Theg feai
e 4.0 | Prepare Mission Payloads
T 5.0 | Prepare Platforms
2.2
@ &Jé*‘gifc&ﬁ%é‘?a’a Command and Control
6.0 | Mission Systems
P" \2.3.1 Determine Missi . L.
Objectives Monitor Mission System
7.0 | Health and Performance
2.3. Prepare Overlay O 8.0 Conduct Search

OVO Info
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Operational Activity Mode

vAv MCM UAV ; 6.3 7.1 Monitor Execute 1.2 Monitor 7.3 Monitor
F putorouter | | execute > Navigate %ControI/Mo... P \icM platfo..| [P search Patt..| | P intel reports * pew Syste...

T Mission Plan I |

| Navigate to OPAREA |
el, weather | I

|

l . !
Update Navigation, Track UAV Locatloh‘

' Mohitor MCM UAV stattus

e :Ll l I ’H
| |
Determine route ]

l Monitor MCNI UAV Status

Medify MEM UAV Tactics if needed

T I

|

|

|

|

|

|

|

|

|

I Proceed to Search I
Update Navigatiofi| | !
| ' '
[ ]l_l | Search DPAREA

T
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Automated System State Model for Countermine Activities

11.4 Load MCM Attack File

tion/Uocation/Depth

gets in Attack Pattern

D=l Neutralization Pattern (omplete

ENsor Repo ;
ing ocagogsﬁg’epths D Neutralipe Reqest

INe{itralization Pattern Complete

D a0k Sal¥5egets ~Foliow e

D Search Patfern Comglete
D= Employ Mine Neutralizatjon Tactic

Proceed to Locate Botential Shallow Mines
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Hierarchical Control of Distributed
Autonomous Human-Machine Teams

Stochastic decision processes

Controlled by both machine agents and humans
|deally leverage the distinct capabilities of each

Must address the challenge of
transferring control quickly,
safely, and smoothly back-and-
forth between the agent and
the human

Can be viewed as hierarchical
levels of control using non-
hierarchical distribution of
information

Office of Naval Research, Code 30 overview briefing
35



Expanded modeling flow

Evolving Data/Information
(Human) Task Model

Hierarchical Control (Information) Model

Vignettes and

Mission Element (Operational) Function Model

Matrix Alternative Vignettes ST AEEE
Hierarchical Function Conceptual Operational Entities |/
Definition Information and I
Operationa
Task List Control Flows peratio! System Modes and
ional and Capabilities
Mission/System Operational an . States
Narati y System Operational Svetern Canabilit
arratives Decomposition Activities ystem Capa -| ities
Operational Activity >ystem !:gr)ctlons
Elows and Activities

Requirements
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¥z NBCNEWS

Complaint claims Tesla's Distributed Human-Machine
'Full Self-Driving' Autonomy | Teaming and Co-learning
software caused crash > A
14 November 2021
- //
US safety regulator opens investigation into ///
Tesla Autopilot following crashes with parked : J A
emergency vehicles BT - A 4 ' 2R / “ 7
U.S. auto regulators have opened a preliminary 1 . “ ” / :
investigation into Tesla's Autopilot advanced
driver assistance system, citing 11 incidents in
§  which vehicles crashed into parked first
responder vehicles while the system was -
engaged. The Tesla vehicles involved in the
collisions were confirmed to have either have had engaged Autopilot or a
feature called Traffic Aware Cruise ... T I T ' d 40 5 o Ao
esla Totaled on ®) ,
BS Techcrunch Po <& CULVER CITY — - \;;;L/"(;m’ NY Times
; e ; photo

A&

There are 9.1 driverless car crashes per million miles driven. Regular vehicles have a rate of 4.1 crashes
per million miles driven. Fewer severe injuries are caused by self-driving cars.
(carsurance.net/insights/self-driving-car-statistics)

Transfer of Authority between human and machine remains a concern.
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SYSTEMS
ENGINEERING
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AIRC

RESEARCH CENTER

ACQUISITION INNOVATION

A

U.S. Department
of Transportation
National Highway
Traffic Safety
Administration

OFACE OF DEFECTS INVESTIGATION

ODI RESUME NHTSA

Investigation: EA22002
Prompted By: PE21020

Date Opened: 06/08/2022 Date Closed: 04/25/2024

Investigator: Steven Posada Reviewer: Gregory Magno
Approver: Tanya Topka
Subject: Autopilot System Driver Controls

MANUFACTURER & PRODUCT INFORMATION

Manufacturer:
Products:

Population:

Tesla, Inc.

2012 — 2023 Model Y, X, S, 3 equipped w/ Autopilot manufactured up to 7-Dec-
2023

2,031,220

Problem Description:

The prominence and scope of Autopilot’s control may be insufficient to prevent
crashes due to lack of driver engagement.

CONTROL AUTHORITIES

“Of the remaining 467 crashes, ODI identified trends
resulting in three categories: collisions in which the
frontal plane of the Tesla struck another vehicle or
obstacle with adequate time for an attentive driver
to respond to avoid or mitigate the crash (211),
roadway departures where Autosteer was
inadvertently disengaged by the driver’s inputs
(111), and roadway departures in low traction
conditions such as wet roadways (145). ODI
observed this pattern across all Tesla models and
hardware versions. Crash and human factors
assessment showed that Autopilot controls did not
sufficiently ensure driver attention and appropriate
use. At the same time, peer analysis and vehicle
evaluations established that Autopilot invited
greater driver confidence via its higher control
authority and ease of engagement. This mismatch of
weak usage controls and high control authority was
evident in these crash categories, which included
indications of driver disengagement from the driving
task. This mismatch was also evident in roadway
departures when the system was engaged in low
traction conditions outside of Tesla’s
recommendations.”
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A Model for the Information Model

Most accidents/mission failures will be caused by errors in interpretation of
information by either the human or the machine

Leading to errors transfer of control (or authority) made in the planning
process and instantiated in the live situation

Underlying concept of human informational transfer has subjectivity

— Intent - Consistently used in
— Rules hierarchical control structures
— Authorities  Lack of multi-disciplinary

— Other Contextual Information research

Desire a Systems Engineering approach to address both information design
and control mechanization across layers of hierarchy

Rigorous approach defined in Leveson’s STAMP/STPA methodology
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Example
Safety
Control
Structure

I, Authority

(Leveson, 2012)

I SYSTEM DEVELOPMENT I SYSTEM OPERATIONS]
Congress and Legislatures Congress and Legislatures S I ‘ \ M I

Government Reports Government Reports

Legislation l T Lobbying Legislation \ T Lobbying
Hearings and open meetings Hearings and open meetings P A
Accidents Accidents I

Government Regulatory Agencies Government Regulatory Agencies

Industry Associations, Industry Associations,

User Associations, Unions,
Insurance Companies, Courts

User Associations, Unions,
Insurance Companies, Courts

g;%:;\s SO S Reguiations Accident and incident reports
Certification Chanigu el repo' - Standards Operations reports
Legal penalties m;ents and incidents c@e;g?cpae::?ties Mha;m1 enag . PO K - I n te nt
—_ Case Law miwwtm
mageaat
Saf Poli Status Re Company - R u I e s
i ek P Management
Standards Risk Assessments ge
Resources Incident Reports Safety Policy .
Operations Reports mg
Policy, stds. Standards —
c | Proect Standarcs Authorities
nagement =
Hazard Analyses Operations
Salety Standards
oSt | swasras | Suy-remes crrgs Mgy — Other Contextual
Fyogmes fepon Work Instructions Change requests
Design, Audit reports H
Dooumeniation ol Information
; Operating Assumptions
Safety Constraints Test reports Operating Procedures
= l%::d:rds msj ' Hazard Analyses Operating Process
s Pt Fonil
Implementation .
and assurance Atorated
Safety Revised Controller
Reports operating procedures
Hazard Analyses <
; Soft | Actuator(s) | | Sensoris) |
Management Design Rationale o
Work safety reports Maintenance JoN P Trowss.
Procedures | audits and Evolution Problem Reports
Wk bgs Th - - - 2 d ' MARCH 2018
inspections
e is is an engineered system too! 70

and address the structural flaws!



STPA
1) Define 2) Model 3) Identify 4) |dentify
Purpose of ==l the Control p=p{ Unsafe Control [y Loss
the Analysis Structure Actions Scenarios
Identify Losses, Hazards [ '} 4 | 1= - % '} i
[ I |
Define : ‘I_ : ‘I— |
System . BN LI I
boundary X Environment | - | I . | :
| | |
| l A | A4 I
. [ I I [ |
System |
| |
I | | | I
I | |
_____ - | I |
— -

Losses to prevent

(Leveson and Thomas. 2018)

Model

Behavior to prevent

STPA
process

How could
behavior occur

STPA HANDBOOK

NANCY G. LEVESON
JOHN P. THOMAS

MARCH 2018
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WAZE Human-Machine Teaming

Intent, Purpose, Expressives

< Drive later
1828 National
From Currer G

() —~—

Other Contextual Information

RequeSt Arrive at
for Action Q
S
Authorities
Order Lavelt:;;
(or not)

Interpretation of
Information

42
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Controller Model

| INTENT: Purpose,

WrFitten/c'II'rained Envimgmsntal .
rocedtres J J Human Controller I EXpreSSIVeS
| AN!£OdeIt'0f -
Control utomation
Orders | ] Acton | e || Operator
Providing | Too early, | Stopped : ) Clgrnc;[cr:z”esd n ; | RU IeS
provided | causes [too late, out| too soon, : [ \
applied : : .
oo long . [Comros Soors 1L Interpretation of
Authority Automated Controller / Information
i [ ! :
s Control Joger o | | Machine
Actions : Aoor L Process i | Rules
L Actuators Sensors -

Next level | Controlled Process J

ACt'O n S | Process Inputs T Process Outputs ——-| Eﬁe Ct

\ 4

STPA HANDBOOK

Disturbances NANCY G. LEVESON
JOHN P. THOMAS

| Other Contextual Information




STPA-based Information Model

Contextual
Information
Authority [ Orders |
Human Controller
Model of Task- Plan
Controlled fe{oriented
Control Process Data Rules
;=-1 Action | je—————l— N
' |Generation Model of [¢~ :
Automation Displays] i
E + YVvyVY i
: Controls Model Of TaSk- :
i Control P controlled e oriented| !
: Igorithmi€—] "process Data
““““““ Actuators Automated Controller E
. Ll Sensorsf------ :
i Authority
i ———| Controlled Process
E Process Inputs T Process Outputs

Disturbances

Contextual
Information
Authority
HumanlAgent
- Model of Task- | Plan
Controlled je{oriented
Control Process Data Rules
7=-1 Action | ie————— l— | N
' |Generation Model of [¢
E Automation Displays
i * \A A 4
| Control ™™ controlled ke oriented
! Igorithmi<— "brocess Data
Emms Actuators Automated Controller
) Ll Sensorsf------
Authority

Process Inputs

Controlled Process

f

e —
Process Outputs

Disturbances




MCM CONTROL FLOW UPPER HALF

Cl: Mission—State[

Combatant Command (CENTCOM)

RECITAL concerns:
Spatial context

Order, Action, Effect
End-State
Other Expressives

OPLAN

briefing

Temporal Context
Tasking Context
Other context

Operational Planning Team

] |e- BPLAN, RE

OPORD: Mission Forces
WARNORD R e, / [ JOPES ]
) Task FRAGO, . o OPORD, o
(incl. Ack Assignment EXORD Mission OPORD/ Mission FRAGO, Mission
CONOPS) Execution (incl. briefing FRAGO briefing EXORD briefing
Other CONOPS)
Ship Command (S. Diego) ][ Ship Command (Coronado) ] [ MIW Command ] [ ISR Command ]|e— BPLAN, RE
OPORD: Mission ) Mission
Situation Discover Situation
ToTC (approve, | ToTC (discover, Task RQ-X
, , issi CONOPS Task CONOPS issi
request, ack) | request, Ack) Assignment capabilities 'k\)/'!s?'.on ( ) pssgnmen | | ¢ ) gﬂ{s?{on
Execution UxBook data riering Execution riefing
Other Other
[ MCM Detachment ] [ ISR Assets ] <— BPLAN, RE
OPORD: Mission OPORD: Mission
Maneuver Tasks . ) . . . .
Support Tasks Overla\\/NTetzrtrsér; S|tuaTt;c;rll S't“aTt;%E (Operational Picture)
Coord. Instructions Enemy Forces Assignment Mission Assignment Mission | Request Obstacle/Intel Report
Command & SL|gn_aIt|_ng Allied Forces Execution briefing Execution briefing | to Engage
OBISHICS Units Other Other
RECITAL: Other \
Spatial context e H ] [
Temboral Contont ’-9 MCM Mission Planning MCM Analyst Acronyms & Abbreviations:
h Mission e Cl: Commanders Intent
Tgsl;mg context OPAREA Mission Situation Mission ~ Classification RE: Rules of Engagement
ther context) ¢ " Bl Payload Configs, Task briefing Cc}TﬁrrT(atllon Potential mine- OPLAN: Operational Plan
eep—oEL;Cs an Search reports Assignment ttack Plan like objects BPLAN: Baseline Plan
: BDA reports Execution Permission to BDA reports WARNORD: Warning Order
Other Engage OPORD: Operational Order
] CONOPS: Concept of operation
- MCM: Countermine
MCM UAV Control (RQ-X), MCM UUV Control (JLSCS) Mo Contermine
Mission . Mission . UAV: Unmanned Air Vehicle
Data File UAV Data link | Reports Data File UUV Datalink | Reports UUV: Unmanned Underwater Vehicle
ISR: InteIIiIgence, Surveillance, Reconnaissance
_ BDA: Battle Damage Assessment
.~ MCMUAV(RQX) || MCMUUV(Lscs) ke e ]




UAV MCM CONTROL FLOW LOWER HALF

Network
\I/ Update

[ “M3P” System H MCM Detachment ]
Spatial context M ODPORD: Mission OPORD: Mission
e conext newer Tasks | rerrain [ Sistion Shuation | ISR Command |
. Coord. | : Weather Task CONOPS - Task CONOPS L
Tasking Context oord. Instructions | o Eor o Assi Mission Assi Mission| Request . }
Command & Signaling my ssignment L ssignment L (Operational Picture)
Other (PESTEL) context) b Allied Forces Execution briefing Execution briefing| to Engage
Logistics Units Oth Obstacle/Intel Report
— Other er Other
MCM Mission " : : - ;
| Mission Planning Station ] [ MCM Warfare Station }4—‘ MCM Analyst ]
anner OPORD: Mission Missi Classification
Operations ieci Situation ission > I .
p ares Mission Payload Configs, Tk briefing Confirmation Possible & '
Keep-outs Plan Search reports Assighment Attack Plan Probable mine-
Etc. BDA reports Execution PermlsE5|on to like objects Network
MCM UAV Other ngage BDA reports Update
MCM UAV Control Station (RQ-X) J<| “M3P” System |
Operator —
oad/ update Mission Manual Video/
. FI'|ghtDarld R(;’.‘clutestI Xa::at'et Erofile control Acks audio/ | Navigation | Health 'II\'/'riann;Ti\II(te Weapon BDA Contextual | CI/RE
ission Data ontro uthority eq . fused - Info Updates
Files Update actions r{u:sftz data Status Objects Commands | Reports p
[ MCM UAV (RQ-X) ]
Location/ Mission T Log Possible
Control Altitude/ Operations | | 5cation change | contextual Location | Mine-like Objects} gpp Destroy Other Status
Actions Airspeed area data Request | |hfo data Probable Mine- | o5t Mines Commands | reports
& Intel / Status like Objects
[ Navigation System ] [ Mission System ] [ Autorouter ] [ Detection Sensor System ] [ Weapon ] [ Other Systems ]
Waypoints New
Operations File 'Il_'argt:'t Access File Mission
area load dZ:: ‘on | Authority update | pjan

[ Mission Data File ]




Task to Function Decomposition Process

% (" What information ) A framework to model the STPA hierarchical
— does the operator control structure of an autonomous ship
© need to perform this . B ‘ o
g \ funCtlon? ) f’;/;enrlt;?j:lzazlanﬂ. Osiris A. Valdez Banda ?, Jon Arne Glomsrud °, Sunil Basnet ?, Spyros Hirdaris *,
'5' (" From where is this |
1 information
< provided? 4 )
> < g Is this: A Add the
Function to Refinement] What are the actions A-Feedback information ( Move to
be refined Questions taken as an output of |+ B-Control Action to the next level
(from MTA) J this function? C-Controlled Process control of hierarchy
\_ y, D-Other input /output?
T structure
( To which sub- A J \_ )
function or
component is this
\_ given? )
4 )
What other
- information can
influence the action? -
\ J Add sub-functions/
components if
L needed
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Example Functional Analysis for an automated operator

What are the What other
What does the operator actions taken as an |to which other information can
need to perform this From where is this output to this function is it influence the
Function function? information provided? |function? given? action? comments
8.X Navigate Navigation data; location |GPS and INS; UAV Navigate to next 6. MCM UAV Higher commands [the UAV could take its
altitude, airspeed, etc. navigation system waypoint, or Operator Control/ |to 6.2 Interrupt own action to alter
modify MCM Modify MCM MCM Platform navigation based on
tactics Tactics Execution or 6.4 RECITAL data?
Scuttle MCM
Systems
MCM mission file w/ loaded MCM Mission |Update MCM 6. MCM UAV Change to Mission
OPAREA & possible mine- |File Mission File Operator Control/ |Plan, 3.3 Edit MCM
like objects Modify MCM Mission Data Files
Tactics
8.X Contextual |[Contextual information |various operations The MCM makes a |Navigate; 6. MCM [Alternate In this function, the
Auto-routing  [that would instigate a centers are monitoring |decision to change |UAV Operator instructions from  |MCM UAV can self-
change in navigation: changing conditions its navigation Control/ Modify the MCM UAV initiate a change to it's
weather, intel changes, |and dynamically based on selection |MCM Tactics Operator; Concern (routing based on an

shift in OPAREA; as well
as MCM UAV knowledge
of its current statuses

adjusting potential
routing choices (new
M3P scenario)

of new routing
alternatives as
determined by the
input data

about an
unauthorized
source?

external context change
(like Waze
recommending a switch
to an alternate route)
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Contextual information
that would instigate a
change in navigation:
weather, intel changes,
shift in OPAREA; as well
as MCM UAV knowledge
of its current statuses

The MCM makes a
decision to change its
navigation based on
selection of new routing
alternatives as
determined by the input
data

Moenitor News
@ Feeds

“M3P" Data

D=1 Ccm#t change

Generate
@) updated context
“story”

D=5 Mis;bﬂ change

Update spatizl
or temporal
context

MCM UAV

!
f
* 8. Conduct MCM Search

RECITAl data

11. Engzge & Neutralize
MCM Targets

3.1 Load Missicn
Data Files

3 Dud

@) Select Mission File

® Navigate

D51 1

” UAV Cata Link

Operational Task Model

In this function, the MCM

RECITAL Data

UAV can self-initiate a
change to it's routing based
on an external context
change

—
% MCM UV Operater

@® 5. Prepare MCM Platfor

m

.

@& 3.1 Load MCM Mission
Data Files

——

@® 3.2 Verify MCM Mission
Data Load Dl

Mission

® 5.3 Prepare MCM UAV fo

. 4

@® 5.4 Assess MCM platfomn
znomalies

Navigate; 6. MCM UAV

MCM Systems

® 6. Command & Centrol

Operator Control/

Modify MCM Tactics
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Operational Information-driven Activity Model

"M3P" Data Combatant Com... Operational Planning...
I

{

|
Informational Context\ )

Spatial Context L
Temporal Context ~LI

|
|
- |
Provide l
Monitor News Commanders |
Feeds Intent |
l Commanders Intent N
| 11
| 2.1Rx & Evaluate
I Theater MCM Mission
Contextual information , e
that would instigate a g e oo 1

change in autonomous [~—~——_
UAV operation: weather,
intel changes, shift in
OPAREA; as well as UAV Timefine and Urgency
knowledge of its current 1 Search LatestPolitical Context

statuses u '
|

l )D OPLAN data

lnformatidnal Context |—|<:|

Theater and OPAREA data

1
|
|
|
|
|
| Tasking|Context |
|
|
|
|
|
|

2.3.1 Determine

context “story” Mission Objectives

|
Generate updated I
|
|




SYSTEMS
ENGINEERING NAIRC oo AGENDA

RESERARCH CENTER

1. SE4Al and Al4SE and the SERC Research Roadmap
2. Systems Engineering and Al

3. Human-Machine Teaming

1.
2.

Building user Trust by understanding the Human Al system

Architecting Al Systems for long-term trust: Linking task & function
allocation, test and risk analysis and need for systems testbeds

T&E as a Continuum: what to test and how to interpret for Al Systems
of varying complexity and embeddedness

Al Resilience : Strategies to mitigate disruptions / ensure acceptable
behaviors and recoveries when failures occur
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. SYSTEMS
e, ENGINEERING

L : ® RESEARCH CENTER

EXPERIMENTAL TESTING
(Formative Evaluation)

ACQUISITION INNOVATION
RESEARCH CENTER

Synchronized” Test Continuum

TEST CONTINUUM

EVALUATION TESTING
(Summative Evaluation)

« Mission context analysis
of system designs

+ Goal: Identify design
elements that will drive

S
£
o 2
E.—
£'a
o
Skl
w2
S
O o
1y
Q
7]
Q
o

CAPABILITIESFOCUSED
SYSTEMENGINEERING

mission critical capability

CAPABILITIESFOCUSED
SE EARLY TESTING

Test Targeted testing to

components and
subsystemsthat enable
SE mission critcal capabilives

« Goal: Inform evolution of

Test componentand system

design
SE

INTEGRATED TESTING

Efficient system level testing
incorporating mession and user
context

Goal: Inform evaluations of
system capabilibes to suppont
users accomphshing missions
across the operational
envelope

Operational Testing

CONFIRMATORY
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Integrated Learning System

AIRC

Standard Reference

Architecture

Data Security

1 A

Continuous
AlI/ML T&E

Training Pipeline

N2

(Near)

Real-Time
Quality Control

ACQUISITION INNOVATION
RESEARCH CENTER

T&E
Harr

FRAMEWORK FOR Al RESILIENCE
THROUGH EVALUATION OF SYSTEMS AND
TECHNOLOGY (FAIREST)

[

Q

c

E Detection Possible i ‘
c ossible improvemen
o v -

+ | Expected performance ¥

g é_& // P

< Time

T

o

2

Recoveryresilience mechanism

Shift in input/output distributions

b1

Controller <>
Control Process
Algorithm Model
Actuators Sensors

<> Controlled Process
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QUESTIONS?
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